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ON 3 JULY 1988, the USS Vincennes, located
in the Persian Gulf, picked up an Iranian

plane on its Aegis system radar.  Seven minutes
later, the ship�s Phalanx gun system blew the plane
from the sky.  The aircraft turned out to be a civil-
ian airliner and not an F-14 as indicated by the Ae-
gis system.  One analysis of the incident noted that
�the U.S., and by extension other countries using
high-tech weapons, may have become prisoners of
a technology so speedy and complex that it forces
the fallible humans who run it into snap decisions
that can turn into disaster.�1

This unfortunate incident highlighted some of the
emerging problems of the information age: first, the
inability of analysts and equipment to visualize the
intent of electronic images often causes an inaccu-
rate operator �perception-reaction� response; sec-
ond, a dangerous game of digital roulette results
from the inability of software�s embedded scenarios
to handle all of the anomalies and asymmetric op-
tions that develop, by design or otherwise; and third,
the impact of electronic input can overwhelm the
human dimension of decision making.  The analysis
suggests the need for a �military software science�
to help understand these new phenomena.  Such a
science would provide a better interpretation and fore-
cast of the scenarios that countries embed in their
military software and improve our response posture.

Implications of the Switch
to a Digitized Force

Force XXI�s digitization represents a massive shift
away from analog representation data.  Analog systems
process continuous voltage amplitudes and are costly
and specially designed, causing difficulties when shar-
ing information with other systems.  Digital systems
use rapidly switching �on� or �off� states of binary �1�
or �0� as data representations.  Digital technology
permits a vast decrease in electronic hardware�s size
and cost, and it  allows processing in software rather

than hardware.  The digital format�s resulting flex-
ibility explains our increased reliance on it.

The underlying commonality in all digital signal pro-
cessing hardware and the ready ability to convert for-
mats and process the information by using software
have caused the explosion in information sharing
among digital systems. But it is this very ease of trans-
mission, extensive processing, changing software and
widespread digital data sharing that make intrusion both
possible and frightening.  If intrusion and corruption
succeed, stability disappears and the software�s 1s
and 0s start falling into unpredictable places, much
as the ball that lands unpredictably on a spinning
roulette wheel number.  If the scenarios embedded
in the software are unable to handle unexpected
anomalies deliberately introduced by an opponent,
stability could suffer.2   Nations play this game of
digital roulette every day with the software in their
advanced warning systems, rockets and satellites.

Such a game could result in some serious mis-
haps or instigate some catastrophic chain reactions
of events.  For example, what would happen if one
side could project false radar blips on a Joint Sur-
veillance Target Attack Radar System (JSTARS) in
a manner so realistic, extensive and threatening that
a potential opponent expends an arsenal of cruise
and other precision-guided missiles on the illusory
threat?  Could it result in command and control de-
cisions that put nuclear forces in a ready-to-launch
status once other assets are exhausted?  The world
could be thrust on the brink of a holocaust by some
false images on a computer display.  There are no
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Intent originates in an individual today just
as it always has.  In the past, analysts measured

intent by observing a country mobilize resources,
move tanks to the front and deploy into battle
formations.  Discerning the intent of electrons,

their purpose, goal or what act they are performing
is another matter.
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guarantees that all cultures and nations will include
�fail safe� rules in their software to guard against
such an accidental launch.

A programmer writes code to fulfill a task but as
Ellen Ullman noted, �it is a task as a human sees it:
full of unexpressed knowledge, implicit associa-
tions, allusions to allusions.  Its coherence comes
from knowledge structures deep in the body, from
experience, memory.�3   Human knowledge mecha-
nisms, as they relate to culture, language and the
means of expression, are quite complex.  Someone
should study the relationship between culture and
programming in a systemic way because there is no
concrete understanding of the impact of culture on
programming.  On the one hand, it is reasonable to
suggest that if different cultures think differently,
there is no reason why this practice might not af-
fect the way they program.  On the other hand, there
is the view that traditional culture makes little dif-
ference in the act of programming.  Computers may,
for example, be creating a horizontal culture, like
rock music and McDonalds, which obliterates tra-
ditional national boundaries.  Perhaps programmers
in Calcutta, while on the job, live and program al-
most exactly as do programmers in Boston or Sili-
con Valley.4

Retired Air Force Colonel Richard Szafranski,
writing on �Neocortical Warfare,� Military Review,
November 1994, noted that F.S.C. Northrop talked
about the impact of culture on the brain in 1946,
before the development of computers.  Northrup�s
interpretation would fit Ullman�s first viewpoint
because Szafranski, paraphrasing Northrup, re-
marked that �Culture conditions some of the opera-
tions of the left brain.  Specifically, atmospheric and
linear perspective in classical Western art and the
syntax of romance languages both work together to
channel cognition in ways that are different from the
ways that the undifferentiated aesthetic continuum
of Eastern art and the syntax of the Asian word-
picture or ideogram condition the thinking of those
in the East.�5  However, perhaps more pertinent, any
difference in programming will be swamped by doc-
trinal differences in how cultures develop and in-
terpret computer displays, what they design the sys-
tem to provide, and so forth.  Cultures will specify
tasks differently to solve problems, such as the man-
ner in which heads-up displays were developed for
the helmets of Russian and US fighter pilots.

Two Russian analysts who studied digitized-age
implications added other characteristics of the
digital context, noting that:
l Collection is becoming more closely linked

with data analysis and processing, and the entire ef-
fort is much more integrated than before.

l Human involvement is decreasing, especially
in the collection and processing phases.
l Just as virtual reality is blurring the geopoliti-

cal boundaries of information space, it also obscures
the enemy image � is it a national or transnational
threat?
l Distance is not as important as time in mak-

ing and implementing decisions.
l Software may become hostile to mankind if it

spawns systems of growing complexity or self-
destructs.6

Understanding
�Information-Based Intent�

Intent is an amorphous concept defined as a
purpose or goal�why one performs an act.  Intent
originates in an individual today just as it always
has.  In the past, analysts measured intent by ob-
serving a country mobilize resources, move tanks
to the front and deploy into battle formations.  Dis-
cerning the intent of electrons, their purpose, goal
or what act they are performing is another matter.
Take, for instance, the difficulty in exposing the in-
tent of electrons sent from a private computer some-
where in the world and rerouted through several
intermediate countries. Where did the electrons origi-
nate?  Who initiated the attack?  What is the goal or
purpose of the electrons, and what are they doing?

The soldier-operator (S-O) behind a computer
monitor or radar screen is usually the front-line de-
fense in the battle to detect and understand electronic
intent.  The S-O works in and relies on virtual space
for his contextual understanding.  This workspace
is where the tension between space-based informa-
tion capabilities and intent escalates when com-
manders and operators face uncertainty yet pressure
to react.  A Navy captain who �hesitates too long
while trying to identify conclusively that radar-
screen blip� could lose his ship and the lives of all
those aboard.7  Pressure to react rather than think
produces hair-trigger rules of engagement (ROE) for
naval forces in the Persian Gulf, requiring �some

We have no idea how to measure
electronic intent nor a way to trust computer

output that, because of its processing speed,
detects threats and offers options quicker than

humans can comprehend.  Nor can we predict
what culturally based software might offer as a
response mechanism to a perception-reaction

scenario.  The development of a military
software science directorate may help

address these issues.
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convincing indication [an electronic image?] that a
ship or plane is approaching with hostile intent� to
ask headquarters for permission to shoot.8

This leads to the frightening conclusion that the
tactical operator/strategic decision maker works in
a �perception-reaction� chain of events in the infor-
mation technology (IT) age, a phenomenon that is
even more dangerous than perception management.
Perception reaction is the knee-jerk impulse that
operators/decision makers feel when presented with
images and warnings of an imminent attack, as hap-
pened in the case of the Vincennes.  Perception re-
action in IT can be understood as �actions based on
observations of electronic images that elicit survival
or other immediate response actions.  Whether these
images are real or artificial matters not, as both types
will influence emotions, motives or the objective
reasoning of individuals or systems.�9

In the past, when opponents seemed aggressive,
planners had time to calculate opposing forces
where the unit focus was critical�battalion versus
battalion, tanks versus tanks.  While correlating op-
posing electronic forces is possible, correlating op-
posing electrons is more difficult.  The units of mea-
sure for such comparisons are simply unknown.
Now is there a way to measure their intent and
focus�is it at the unit or strategic level?

Electronic intent is easily masked, as skilled com-
puter programmers now demonstrate.  For example,
screensavers with a soothing appearance could
launch viruses designed and destroy the system.
Responding to someone�s destructive electronic in-
tent is an imprecise science, because the responder
must decide how and where to respond, how much
is enough and what the originator�s intent was in
the first place.  Such a response is not nearly as clear
as reacting to a tank that shoots at you.

Software�s Cultural and
Embedded Dimensions

During the Cold War, Soviet and American ana-
lysts studied each other�s military establishments in
great detail, focusing on examining each other�s
capabilities, intentions and decision-making pro-

cesses to expose hostile activity and defeat it
quickly.  These processes represented a unique com-
bination of the specific linguistic, environmental,
historical, philosophical and cultural elements in
each country.  Unfortunately, analysts often failed
to account for these complexities in a nation�s
strategic culture.  Instead, they resorted to mirror-
imaging capabilities and intentions through their
own prism of reality.10   The resulting forecasts,
tainted with prejudices and expectations, led to an
analysis lacking insight and context.  These factors
are equally important today when studying the soft-
ware packages that drive a country�s military logic
and rationale.  They must not be ignored.  For ex-
ample, many factors may direct programmers�a
culture�s military science and theory, budget re-
straints, discoveries in hardware and software ca-
pabilities, local brain power�s ability to create math-
ematical code, the existing technological infra-
structure (how many layers deep can an analysis or
development proceed) and even the rationale of pro-
curement and threat analysis.  One programmer noted
that the  process �has remained maddeningly unde-
finable, some mix of mathematics, sculpting, scru-
pulous accounting and wily, ingenious plumbing.�11

Not all nations may write computer code the same
way, nor might they share an international language
of logic and rationale.  It is affected by many other
factors because each country may develop unique
scenarios or programmed responses.  This may
make weapons and associated systems respond dif-
ferently than planned when confronted by various
culturally driven scenarios. We play as we practice,
and if there actually are culturally driven variations
of computer software, we will have trouble respond-
ing properly in training and operations.12

In addition, what if our software has been secretly
corrupted or damaged, or if there are anomalies or
asymmetric scenarios that trigger unintended, inco-
herent or disjointed software responses?  This high-
stakes game of digital roulette is further complicated
by the fact that some software for Force XXI weap-
ons was developed by hundreds of companies and
programmers.  As a result, problems may develop
from overlapping or contradictory code.  As one sci-
entist working closely with antiballistic missile soft-
ware noted, �Already we are at the point where it
is difficult to understand how software works.
Codes are so large, and made up of so many com-
ponents that have been developed by so many dif-
ferent people, that getting a fail-safe piece of soft-
ware that is 100 percent understood is virtually
impossible. The cost of code validation and verifi-
cation can easily exceed the cost of writing the damn
thing to begin with.�13

Not all nations may write computer code
the same way. . . . This may make weapons and

associated systems respond differently than
planned when confronted by various culturally

driven scenarios. We play as we practice, and if
there actually are culturally driven variations
of computer software, we will have trouble

responding properly.
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Reprogramming a computer to react to new situ-
ations may be nearly impossible in the short term
due to human ignorance of the algorithms required
for the processes involved and increasing complexi-
ties of the software.  One answer to the problem of
anomalies has been offered by Peircean Semeiot-
ics, the science of self-controlled, deliberate reason-
ing while focused on problem solving.  This body
of thought is currently under review by the Penta-
gon and offers the opportunity to construct a sys-
tem to deal with and react to a new situation in a
nonprogrammed manner.  Not all artificial intelli-
gence systems developed to date fit this criterion.14

These software features demonstrate the growing
complexity of working in virtual space.  More im-
portant, this puts a new spin on the old saying �if
there is the perception of a problem, then we have
a problem . . . even if the problem is simply the per-
ception.�  Will software become a new branch of
service as a result?  And will the new �enemy im-
age� manifested as software-generated blips and
pixels so dehumanize adversaries into images that
the use of force will be more likely?

The Human Dimension
The increasing reliance on a virtual image of re-

ality complicates decision making.  Often, the ana-
lysts� training, expectations and frame of reference
leave them unprepared to interpret virtual space.
From nation to nation, analysts� vision of virtual

space varies dependent not only on the software and
analytical tools available but also how the cultural
and religious philosophies shape their view of real-
ity.  Unaccustomed to studying a virtual enemy im-
age, analysts struggle to interpret the virtual images
they see or hear within their own context.

The interpretation of electronic images� intent or
the detection of electronic waves depends on the
picture of virtual reality a specific analyst has ac-
quired.  At the same time, the decision-making fo-
cus has shifted some from planner/analyst/decision
maker to the direction of operator/analyst/decision
maker.  Greater reliance on the operator�s interpre-
tation implies that the tactical operators, not strate-
gic leaders, might make many vital and critical de-
cisions about target engagements.

Another problem of the human dimension is that
our reliance on computers is eroding our manual
skills to analyze and understand the phenomenon
itself.  What if we have to abandon our software alto-
gether and rely only on manual operator processes?
This latter point appears to be very sensitive since
�Perhaps nowhere is our vulnerability to asymmet-
ric technologies greater than in our relentless pur-
suit of information superiority.  Our vulnerability lies
in the realization that the more proficient we become
at collecting, processing, displaying and disseminating
relevant, accurate information to aid decision makers,
the more dependent we become on that capability
and therefore the more lucrative a target.�15
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Perception reaction is the knee-jerk impulse that operators/decision makers feel when presented
with images and warnings of an imminent attack, as happened in the case of the Vincennes.  Perception

reaction in IT can be understood as �actions based on observations of electronic images that elicit
survival or other immediate response actions.  Whether these images are real or artificial matters not, as

both types will influence emotions, motives or the objective reasoning of individuals or systems.�

A USS Vincennes
crewman monitoring
shipboard display systems.
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The danger is real since �by their very nature as
automatons, computer systems have no inherent
ability to recognize their own limitations. When
applied in inappropriate circumstances, they will
produce answers that may be �logical� but quite in-
correct.  The entire process, from concept through
design, testing and doctrine development, must in-
clude a recognition of this inherent problem.�16

Most commanders still have trouble taking that
leap of faith that puts the world�s fate in the hands
of automatic code generation, hesitancy that may
help preserve some manual skills.  Yet software
forces commanders and decision makers to rely on
program code as the new �maestro� of warfare.17

Finally, future analysts must focus their attention
on the heart of the information weapon, the algo-
rithm. They must become adept in the computer
graphics of potential enemies, understand their com-
puter logic as well as the logic of their military art
and become familiar with the techniques and con-
textual factors within which the logic is developed.
Computers alone cannot analyze this human
aspect�people must collect and sort data, then di-
gest and reproduce it into some comprehensible
form.  The �network warrior analyst� will be one
of the most important future US soldiers.

The Need for a Military Software Science
The foregoing discussion has described the con-

cept of electronic intent, the problems associated

with so much reliance on software programming
and the role of the human dimension in the prob-
lem.  Such developments suggest the potential for
a new branch of theory called military software sci-
ence.  This scientific activity would serve as a clear-
ing house to analyze various types of military soft-
ware logic.  Military software science would require
very specialized analysts from the software engi-
neering, culture and military history and art do-
mains.  They would form a military software sci-
ence directorate within the Department of Defense.
Software�s importance cannot be overstated.  It in-
tegrates, coordinates, allocates and synchronizes our
forces, enhancing command and control logic and
supervision, while the overseer of the battlefield
analysis process remains the commander who ap-
plies the principles of war and military strategy.

This discussion has highlighted emerging threats
in the �hot spot� known as the infosphere, focusing
on some factors that a digitized force will encoun-
ter.  It is tentative thinking and invites much fur-
ther exploration.

The argument has been presented that nations
seldom consider the cultural aspects that drive an-
other nation�s computer software programming
mechanism.  Further, we have no idea how to mea-
sure electronic intent nor a way to trust computer
output that, because of its processing speed, detects
threats and offers options quicker than humans can
comprehend.  Nor can we predict what culturally
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Most commanders still have trouble taking that leap of faith that puts the world�s fate in the hands
of automatic code generation, hesitancy that may help preserve some manual skills.  Yet software forces

commanders and decision makers to rely on program code as the new �maestro� of warfare.
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Soldiers using a conventional
mapboard to discuss courses of
action at a WARFIGHTER exercise,
Fort Leavenworth, Kansas.
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The growing complexity of working
in virtual space . . . puts a new spin on the old
saying �if there is the perception of a problem,

then we have a problem . . . even if the problem is
simply the perception.�  Will software become a
new branch of service as a result?  And will the
new �enemy image� manifested as software-

generated blips and pixels so dehumanize
adversaries into images that the use of force

will be more likely?

based software might offer as a response mechanism
to a perception-reaction scenario.  The development
of a military software science directorate may help
address these issues.

Many countries have already endured a cultural
invasion of sorts.  Programmers in various countries
wrote many of the first programs and perhaps in-
troduced a cultural bias for the way future programs
are written that has become invisible to follow-on
generations.  Militaries worldwide may enter their
own cultural biases via software programming, es-
pecially in the realm of military art or the principles
of war, which vary from nation to nation.

The issues of determining the intent of electrons
and unanticipated software responses should receive
special consideration this year in light of the Y2K
problem.  For example, what happens if radar
screens of countries possessing nuclear weapons go
blank during the Y2K changeover?  Would we be
able to distinguish malfunctioning software from a
computer attack?  Will we someday develop soft-
ware control theories like today�s arms control theo-
ries?  The first question becomes particularly alarm-
ing considering that, for example, Russian military
doctrine anticipates an attack on its military infor-
mation system via a virus or electromagnetic attack
before a nuclear strike against Moscow.18  The
United States and Russia are trying to develop an
agreement that would put experts in each other�s
nuclear command centers to prevent any miscalcu-
lations if systems go haywire.19

To deal with such uncertainties, it appears highly
advisable to construct an �information hotline� be-
tween countries, similar to our nuclear hotlines, to
preclude potential horrific misunderstandings in this

sensitive area.  Perhaps it would be best to collocate
these lines and interests and hold one hostage to the
other.  Such a hotline would require preliminary
work to agree on terminology, concepts and theory,
along with discussion on capabilities and intent, and
would reduce tension and encourage discussion.

Strategic thinkers should discuss the idea of
culturally driven software, the need for a military
software science and the consequences of digital
roulette and the perception-reaction problem.  The
central question is whether technology may be push-
ing the fallible humans who operate it beyond their
ability to make wise judgments instantly on the
basis of what, with even the most sophisticated
systems, will often be ambiguous information.  This
question applies not only in the Persian Gulf, but
wherever there are fingers on buttons that can launch
deadly weapons.20

Much more time must be spent on these issues.  The
stability of data in a private citizen�s personal computer
is one thing, quite another in computers for launch-
ing missiles or the minds of decision makers. MR
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